Motywacja

Wiedza o Swiecie jaka posiada agent inteligentny jest z koniecznosci niepetna
i niepewna. Nawet w przypadkach kiedy mégtby on zdobyé wiedze kompletng i pewna,
moze to byC niepraktyczne.

W sztucznej inteligencji od dawna prébowano budowa¢ mechanizmy i formalizmy
pozwalajace wnioskowac i dziatac w takich warunkach, poprzez dodanie oszacowania
wiarygodnosci posiadanych faktéw do wnioskowania logicznego. Przyktadami moga
byc: logiki modalne, logika trojwartosciowa, logiki niemonotoniczne, logika rozmyta,
logika probabilistyczna, i inne.

Praktyczne zastosowania tych metod okazuja sie jednak ograniczone. Dopiero
stosunkowo niedawno wzrosfo zainteresowanie wykorzystaniem prawdopodobienstwa
w sposob bezposredni. To podejscie przyniosto duzy sukces, i metody oparte na
reprezentowaniu wiedzy agenta o Swiecie w postaci prawdopodobienstw sg jednymi
z najbardziej dynamicznie rozwijajacych sie technik sztucznej inteligencji. W tym
schemacie reprezentacji metodg wnioskowania jest matematyczny rachunek
prawdopodobienstwa.

Przeglad poje¢ z prawdopodobienstwa — motywacja 1



Prawdopodobienstwo bezwarunkowe

Prawdopodobienstwo bezwarunkowe (a priori) okresla liczbowo szanse
wystapienia jakiegos zjawiska, gdy nie s3 znane zadne okolicznosci zwigzane z tym
zjawiskiem (np. czy ono w rzeczywisto$ci sie wydarzyto).

Graficzna wizualizacja zdarzen i ich prawdopodobienstw:

P(A) = powierzchnia kétka
@ P(—A) = dopetnienie do prostokata

—A powierzchnia prostokata = 1

Np.: prawdopodobienstwo, ze zgtaszajacy sie do lekarza pacjent jest chory na
nietypowe zapalenie ptuc SARS (Severe Acute Respiratory Syndrome)! moze wynosié
P(SARS) = 0.0001

Jednak gdyby lekarz wiedziat, ze pacjent wifasnie przyjechat z Hong-Kongu i ma
wszystkie objawy nietypowego zapalenia ptuc, to prawdopodobienstwo posiadania przez
niego choroby wywotanej tym wirusem nalezatoby okresli¢ zupetnie inaczej.

1\Wyjasnienie: ten przyktad powstat w roku 2003 kiedy w Chinach szalata epidemia SARS. SARS jest koronawirusem
powodujacym ciezkie infekcje dréog oddechowych, z poczatkowymi objawami przypominajacymi grype. Nie jest znana
skuteczna terapia, jednak po 2004 roku liczba zachorowan na $wiecie spadta do 0.
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Aksjomaty prawdopodobienstwa

4 "\ P(AV B)
ED(A A B) P(B)}
P(A)
\_ - P(True)
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Wiecej o aksjomatach prawdopodobienstwa

Z danych aksjomatow mozna wyprowadzi¢ wiele uzytecznych zaleznosci:

P(=A) = 1- P(A) (1)
P(A) = P(AAB)+P(AA-B) (2)

(i inne).

Aksjomaty prawdopodobienstwa majg gteboki sens — Sciste trzymanie sie ich
gwarantuje niepopetnienie btedu w obstawianiu swoich szans. Inaczej méwiac, gdyby
w jakiej$ grze losowej agent zastosowat w swoim rozumowaniu prawdopodobienstwa
naruszajace te aksjomaty, i gotdw byt przyjmowac zaktady zgodne z tymi
prawdopodobienstwami, to istnieje strategia obstawiania w tych zaktadach,
gwarantujaca wygrang jego przeciwnikowi.
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Zmienne losowe

Zmienna losowa reprezentuje jakies zjawisko losowe, ktore moze przyjmowac
warto$ci z pewnego zbioru (dziedziny zmiennej losowej).

Np.: chcac okresli¢ jaka bedzie dzi$ pogoda i z jakim prawdopodobienstwem, mozemy
potraktowal dzisiejsza pogode (Pogoday, <) jako zmienna losowa, ktdrej wartosci
naleza do zbioru: {Storice, Chmury,Deszcz,Snieg }

Zestaw wartosci prawdopodobienstw wszystkich mozliwych wartosci zmiennej losowej
nazywamy rozktadem prawdopodobienstwa tej zmiennej losowej. Rozktad

prawdopodobienstwa dla zmiennej losowej Pogoday,c mozna zapisac:
P(Pogoday,<) = {0.8,0.1,0.09,0.01}
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taczny rozktad prawdopodobienstw

Mozemy brac¢ pod uwage kilka zmiennych losowych opisujacych rézne zjawiska losowe.
Zdarzeniem atomowym nazywamy przypisanie wartosci wszystkim zmiennym losowym,
czyli kombinacja tych wartosci. Na przyktad, dla dwéch zmiennych losowych X i Y
mozna skonstruowac tabele zdarzen atomowych:

sz'l X:I'Q X:.I'n
Y =y
Y:’yg
Y:yk

t 3czny rozktad prawdopodobienstwa (JPD) dla zbioru zmiennych losowych jest tabelg
prawdopodobienstw wszystkich zdarzen atomowych. W polu tabeli w rzedzie 5

i kolumnie 7 znajduje sie prawdopodobienstwo jednoczesnego przyjecia przez zmienng
X wartosci x; i przez zmienng Y wartosci y;, czyli P(X = x; AY = y;). Sumujac

w tej tabeli wzdtuz rzedow lub kolumn mozemy otrzymac prawdopodobienstwa dla

poszczegdlnych wartosci pojedynczych zmiennych. Suma wszystkich
prawdopodobienstw catej tabeli daje 1.0.
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Postugiwanie sie tabelg JPD

Majac wypetniong tabele JPD mozemy oblicza¢ prawdopodobienstwa dowolnych
zdarzen. Na przyktad:

e Prawdopodobienstwo zdarzenia polegajacego na przyjeciu przez zmienng X wartosci
x; P(X = x;) mozemy obliczy¢ przez zsumowanie wszystkich wartosci w kolumnie i

tabeli JPD.

e Prawdopodobienstwo zdarzenia polegajacego na tym, ze zmienna X przyjmie
wartos¢ x; lub ze zmienna Y przyjmie warto$¢ y; mozemy obliczy¢ przez zsumowanie
wszystkich wartosci w kolumnie 7 i rzedzie j tabeli JPD, liczac zawartos¢ pola (i, j)
tabeli tylko raz. Jak wida¢ wynik bedzie doktadnie ten sam, jak gdyby obliczac¢ z tabeli
wartosci wedfug wzoru:

P(AV B) = P(A) + P(B) — P(AA B)

Jednak aby w ten sposéb postugiwaé sie prawdopodobienstwami musimy obliczy¢
prawdopodobienstwa wszystkich zdarzen atomowych, i kompletnie wypetnic tabele
JPD, co moze by¢ kosztowne.
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Obliczanie prawdopodobieninstw atomowych

Skad pochodza dane o prawdopodobienstwach? Mozna je zgromadzic statystycznie,
mozna dokona¢ analizy i obliczy¢ jako inherentne cechy zjawiska fizycznego, mozna
rowniez zwigzac te prawdopodobienstwa z agentem, charakteryzujac jego punkt
widzenia na Swiat.

Na przykfad, jakie jest prawdopodobienstwo zdarzenia, ze stonce bedzie istniato jutro?
Mozna prébowac to obliczy¢ na wiele sposobdw, przyjmujac rézne punkty widzenia:

e nie da sie okresli¢, bo nie sposob przeprowadzi¢ niezbednych eksperymentow,

e poprzednie ,podobne” eksperymenty dowodzg, ze stonce ,,zawsze” istnieje, wiec
prawdopodobienstwo wynosi 1,

e prawdopodobienstwo wynosi 1 — € gdzie € jest prawdopodobienstwem wybuchu
gwiazdy danego dnia,

e prawdopodobienstwo wynosi d/(d + 1) gdzie d jest liczba dni dotychczasowego
istnienia stonca,

e prawdopodobienstwo mozna okresli¢ budujac model istnienia i rozpadu sfonca na
podstawie zachowania innych, podobnych gwiazd.
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Problem Monty Halla (1975)

Bierzemy udziat w grze telewizyjnej. Mamy wybraé jedne z trojga drzwi, gdzie
za jednymi z nich stoi samochdéd do wygrania. Nie posiadamy zadnych
dodatkowych informacji, wiec wybieramy np. drzwi numer 1. Wtedy prowadzacy
gre otwiera jedne z pozostatych dwojga drzwi — zatézmy, ze sg to drzwi

numer 3 — za ktérymi jest pusto, i daje nam mozliwo$¢ zmiany pierwotnego
wyboru, lub pozostania przy swoim.

Co powinnismy zrobi¢, zeby zmaksymalizowac szanse wygrania auta?

Pierwotne prawdopodobienstwo wygranej wynosito 1/3. Po otwarciu drzwi nr 3
musimy uznac, ze wzrosto, tylko pytanie o ile?

Moznaby przyjac, ze teraz gra jakby zaczyna sie od nowa, mamy tylko dwoje drzwi do
wyboru, i prawdopodobienistwo wygranej bedzie réwne 1/2.

Ale mozna tez przyja¢ inny punkt widzenia, ze prowadzacy, wiedzac gdzie stoi
samochod, otworzyt inne drzwi, w ten sposob przekazujac nam czes$¢ swojej wiedzy.
Prawdopodobienstwo, ze wygrana jest za drzwiami nr 2 lub 3 wynosito 2/3, i teraz
nadal tyle wynosi, poniewaz wynika to z losowego jej rozmieszczenia. Tylko my teraz
wiemy, ktorych z drzwi 2 lub 3 nie nalezy wybierac.

Ktory z powyzszych punktow widzenia jest stuszny? Czy to jest tylko kwestia naszego
subiektywnego wyboru ktéry punkt widzenia przyjmiemy?
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Jednak jest to rzecz najzupetniej obiektywna. Mozna przeprowadzi¢ serie
eksperymentow, i obliczy¢ prawdopodobienstwo znalezienia samochodu za drzwiami
pierwotnie wybranymi, i za ,,tymi drugimi”. Obliczona warto$¢ prawdopodobienstwa
potwierdzi stusznoéé jednego z mozliwych wyjaénien.?

Rozwazmy inne przykfady:

e |ekarz oszacowat prawdopodobienstwo wystgpienia groznej choroby pacjenta, lecz
po przeprowadzeniu specjalistycznych badan wyszto ono bardzo niskie, np. 0.001
| lekarz zdecydowat o niepodejmowaniu leczenia tylko obserwacji pacjenta. Jednak
pojawity sie nowe objawy, mogace — z pewnym prawdopodobienstwem, np. 0.005
— potwierdzac pierwotng grozng diagnoze. Jak zaktualizowac¢ prawdopodobienstwo
tej choroby?

e Student oszacowat prawdopodobienstwo p; zdania trudnego egzaminu, aby podjac
decyzje: czy powinien systematycznie sie nauczy¢, czy moze poprzestac na
znajomosci pytan z lat poprzednich (i szablonu odpowiedzi). Wyszto, ze nie warto
sie uczyC. Lecz nagle wykfadowca zapowiedziat, ze utozy nowe trudniejsze pytania.
Wiadomo, ze takie zapowiedzi wyktadowcy sg bardzo niepewne. Jest cztowiekiem
bardzo zajetym, moze blefowac, i z prawdopodobienstwem ps nic nowego nie ufozy.
Jednak ryzyko oblania egzaminu trzeba obliczy¢ od nowa, tylko jak?

2Oczywiécie stuszne jest drugie wyjasnienie, i zmiana wyboru na drzwi nr 2 zwieksza szanse wygranej do 2/3.
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Whioskowanie na prawdopodobienstwach

Powyzsze scenariusze ilustrujg przyktady wnioskowania jakie chcielibysmy prowadzi¢ na
zmiennych losowych i prawdopodobienstwach. W wielu praktycznych sytuacjach pewne
prawdopodobienstwa moga by¢ dobrze znane, ale gdy sytuacja sie zmienia nalezatoby
przeprowadzi¢ nowe badania by zaktualizowa¢ te prawdopodobienstwa. Jest to
ucigzliwe i nie zawsze mozliwe.

Zamiast tego wygodnie jest stosowaé prawdopodobienstwo warunkowe.
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Prawdopodobienstwo warunkowe

Prawdopodobienstwo warunkowe (a posteriori) P(A|B) —
prawdopodobienstwo zdarzenia A obliczane tylko w sytuacjach, w ktérych B jest
spetnione. Jest zwigzane z bezwarunkowym wzorem:

P(A A B)
P(B)

P(A[B) = (3)

Wzér ten mozna wyttumaczy¢ nastepujaco: aby obliczy¢ prawdopodobienstwo P(A|B)
musimy wzig¢ utamek przypadkéw zdarzenia A A B we wszystkich przypadkach

zdarzenia B.

4 ™
P(ANB) P(B)
P(A)
. /
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Inne wyttumaczenie mozna przedstawi¢ na podstawie wzoru odwroconego:

P(ANB)= P(A|B)P(B) (4)

Aby obliczy¢ P(A A B) musimy wiedzie¢, ze nastapito B, i wiedzac to, wtedy obliczyé
prawdopodobienistwo A. (Albo na odwrét.)

Wazny, czesto przydatny wzér wigzacy bezwarunkowe prawdopodobienstwo zdarzenia
z warunkowym otrzymujemy z potaczenia wzordéw (2, str.4) i (4):

P(A) = P(A|B)P(B) + P(A|=B)P(=B) (5)

Nalezy podkresli¢, ze prawdopodobienstwo warunkowe dla ustalonego warunku spetnia
wszystkie aksjomaty prawdopodobienstwa, a zatem posiada wszystkie wtasnosci
prawdopodobienstwa bezwarunkowego, na przykfad:

P(A|B) + P(=A|B) =1 (6)
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Musimy postugiwac sie prawdopodobienstwem warunkowym, ilekro¢ chcemy wyliczy¢
prawdopodobienstwo jakiego$ zdarzenia w sytuacji, gdy posiadamy jakas wiedze

o innych, by¢ moze zaleznych zdarzeniach. P(A) jest poprawnym
prawdopodobienstwem zdarzenia A o ile nie posiadamy zadnej wiedzy. Jesli jednak
wiemy, ze B, to poprawnym prawdopodobienstwem zdarzenia A jest P(A|B),

a gdybysmy dowiedzieli sie, ze jeszcze (', to musimy juz postugiwaé sie
prawdopodobienstwem P(A|B A C'). W ten sposéb mozemy uwazaé, ze
prawdopodobienstwo bezwarunkowe P(A) jest prawdopodobienstwem warunkowym
P(A|) w sytuacji, gdy nie posiadamy zadnej wiedzy.

Prawdopodobienstwa warunkowe mozna oblicza¢ z tablicy facznego rozktadu
prawdopodobienstwa JPD za pomoca wzoru (3).

Jednak nie tak sie zwykle robi.

Prawdopodobienstwo warunkowe — definicja i wtasnosci
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Reguta Bayesa

Z dwukrotnego zastosowania wzoru (3) mozemy uzyskaé nastepujaca prosta zaleznos¢,
zwang regufy Bayesa, bedaca podstawa wielu proceséw wnioskowania
probabilistycznego:

P(A|B)P(B)

Dlaczego ta reguta ma znaczenie? Wréémy do przyktadu z pacjentem z objawami
SARS, niezwykle groznej choroby. Zatézmy, ze u pacjenta przeprowadzono test na
obecnos¢ wirusa, i wypadt on pozytywnie. Czy pacjenta nalezy koniecznie
hospitalizowac i rozpocza¢ leczenie? Okazuje sie, ze to zalezy!

Przeprowadzony test nigdy nie jest catkowicie niezawodny. Jesli jest dobry, to
zapewnia wysokie prawdopodobienstwo wyniku pozytywnego (potwierdzajacego
obecnos¢ wirusa) w przypadkach, kiedy wirus rzeczywiscie jest obecny. Réwnie wazne
okazuje sie wymaganie, zeby test z wysokim prawdopodobienstwem dawat wynik
negatywny w przypadkach braku wirusa.

Czyli test zapewnia odpowiednio wysoka wartos¢ P(T“|SARS) jak réwniez
P(T°|-SARS). Jednak to co interesuje lekarza, a przede wszystkim jego pacjenta, to
jest warto$¢ P(SARS|T®) albo P(=SARS|T®).
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Reguta Bayesa — przyktad

Jak widac, aby na podstawie przeprowadzonego badania probki krwi wnioskowaé
o prawdopodobienstwie choroby, konieczne jest odwrdcenie warunkow
prawdopodobienstwa warunkowego, czyli wtasnie skorzystanie z reguty Bayesa.

Zatézmy, ze test na SARS daje wynik pozytywny w 95% przypadkéw obecnosci wirusa.
W przypadku braku wirusa, test daje wynik negatywny (tzn. prawidtowy) w 90%
przypadkéw. Wiadomo, Ze wirus wystepuje u 0.01% ogédtu ludnosci.

P(SARS) = 0.0001
P(T®|SARS) = 0.95
P(T°|-SARS) = 0.90

Rozwazmy pacjenta, dla ktérego test dat wynik pozytywny.

Jakie jest prawdopodobienstwo, ze pacjent ma SARS?
Musimy obliczy¢ P(SARS|T®) |
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P(T%|SARS)P(SARS)
P(T%)

P(SARS|T®) =

brakuje nam wartosci P(T%), ktérg mozemy wyliczyé z wzoru (5, str.14):
P(T%) = P(T®|SARS)P(SARS) + P(T%|-SARS)P(—~SARS)

P(T®) = 0.95 x 0.0001 + 0.10 x 0.9999
P(T®) = 0.000095 + 0.09999
P(T%) = 0.100085

i w koncu obliczamy interesujaca wartosc:

0.95 x 0.0001
0.100085

P(SARS|T®) =

P(SARS|T®) = 0.00094919

czyli ponizej jednego promilal Prawie dziesie¢ razy powyzej przecietnej, ale czy dosyc
aby rozpocza¢ by¢é moze kosztowng i nieobojetng dla zdrowia terapie??
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Widac, ze posiadajac wiedze przyczynowo-skutkowa o mechanizmach choroby

I wynikach testow, mozemy oblicza¢ interesujgce nas prawdopodobienstwa
diagnostyczne. Moze nasuwac sie pytanie, dlaczego trzeba te prawdopodobienstwa
kazdorazowo obliczaé; czemu producent testu podaje wartosci P(T%|SARS)

i P(T°|—=SARS), zamiast od razu wygodnie wyliczy¢ potrzebna uzytkownikowi testu
wartos¢ P(SARS|T®)?

Odpowiedz wynika z tatwiejszej dostepnosci danych przyczynowych niz
diagnostycznych, ktorych okreslanie moze by¢ ztozone. Na przyktad, gdyby wystapit
nagty wzrost zachorowan na SARS (epidemia — E'pi), to warto$¢ P(SARS)
gwattownie by wzrosta, a za nia réwniez P(SARS|T®). Jednak wartos¢ P(T®|SARS)
powinna pozosta¢ bez zmian, poniewaz odzwierciedla ona jedynie fizjologie choroby

| dziafanie testu. Zatem wczesniejsze obliczenia pozostang stuszne, po uwzglednieniu
zwiekszonej wartoéci P(SARS). 3

3Zmianie ulegnie wtedy réwniez wartos¢ P(T®) obliczane jako P(T®|Epi), jednak mozemy ja obliczy¢:

P(T®|Epi) = P(T®|SARS, Epi) P(SARS|Epi) + P(T¥|-SARS, Epi)(1 — P(SARS|Epi))
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Reguta Bayesa — niezaleznos¢ warunkow

Powréémy do naszego pacjenta, z pozytywnym wynikiem testu SARS. By¢ moze
otrzymana wartos¢ prawdopodobienstwa nie jest wystarczajgca do definitywnego
stwierdzenia choroby, i zakwalifikowania pacjenta na leczenie. Wyobrazmy sobie, ze
istnieje drugi test o innych charakterystykach, i oczywiscie o innym rozktadzie
prawdopodobienstw.

Jesli potraktujemy ten drugi test jako trzecig zmienng losows, to po uzyskaniu jego
wyniku musimy oblicza¢ prawdopodobienstwo SARS jako uwarunkowane wynikami obu
testéw. W ogdélnym przypadku wzér na P(SARS|Test] A Testy) bedzie uwzgledniat
zaleznosci pomiedzy wynikami obu testow. To oznacza koniecznosc obliczania,

w przypadku wielu zmiennych losowych, duzej liczby prawdopodobienstw, co
teoretycznie niweczy zalety uzycia prawdopodobienstwa warunkowego zamiast JPD.

Waznym elementem jest zauwazenie, ze wyniki obu testow SARS

zalezg tylko od wystepowania wirusa, a nie od siebie
nawzajem. Po uwzglednieniu tej obserwacji upraszczajg sie / \

wzory, i potrzebne jest tylko wyliczenie prawdopodobienstw @ @
warunkowych wynikow poszczegdlnych testow.
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P(SARSNTY NTy)
P(TE NTy)
P(T{ N TP|SARS) P(SARS)
P(TE NTy)
P(TP|SARS)P(T5"|SARS) P(SARS)
P(T7)P(1y)

P(SARS|IT®, T®) =

Gdyby oba testy miaty identyczne charakterystyki jak w obliczonym wczesniej
przyktadzie, to otrzymany pozytywny wynik z obu testéw wskazywatby na
prawdopodobienstwo choroby réwne 0.009025, czyli juz prawie 100 razy wieksze niz
przy braku informacji.
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Sieci przekonan

taczny rozktad prawdopodobienstwa pozwala znajdowac odpowiedzi na pytania
dotyczace dziedziny problemowej, lecz trudno sie nim postugiwaé przy wielu
zmiennych. Ponadto, okreslanie prawdopodobienstw dla zdarzen atomowych moze
wymagac przeprowadzenia kompleksowych badan statystycznych.

Jak wynika z przedstawionego przyktadu z wirusem SARS, mozna zbudowac graf
przedstawiajacy rzeczywiste zaleznosci miedzy zmiennymi losowymi, i po wyznaczeniu
ich prawdopodobienstw warunkowych efektywnie oblicza¢ prawdopodobienstwa innych
zdarzen. §cié|ej, siecig przekonan (belief network, Bayesian network, probabilistic
network) nazywamy nastepujacy graf:

e wezfami sieci s3 zmienne losowe,

e fuki sieci sg skierowane, i fuk X — Y ma intuicyjne znaczenie: ,,zmienna X ma
bezposredni wptyw na Y,

e kazdy wezet X ma zwigzang z nim tablice prawdopodobienstw warunkowych
okreslajacych wptyw wywierany na X przez jego rodzicow (poprzednikéw w grafie),

e sie nie moze miel cykli (skierowanych).
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Budowa sieci polega na wyznaczeniu jej topologii, oraz prawdopodobienstw
warunkowych dla weztow, dla ktorych istniejg bezposrednie zaleznosci.

|dea sieci przekonan zasadza sie na wzglednej tatwosci, z jaka mozemy wyznaczaé
prawdopodobienstwa tych bezposrednich zaleznosci. Prawdopodobienstwa innych

zdarzen bedziemy wyznaczac juz z gotowe;j sieci.

Probabilistyczne sieci przekonan — koncepcja
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Sieci przekonan — przyktad

Przykfad: system alarmowy w mieszkaniu, reaguje na wtamania oraz, niestety, rowniez
na drobne trzesienia (ziemi). Sasiedzi John i Mary sa umdwieni, zeby zadzwoni¢ do
wtasciciela gdy ustysza alarm. John jest nadgorliwy i bierze rézne zdarzenia (np.
dzwonek telefonu) za sygnat alarmowy (i wtedy zawsze dzwoni). Mary rozpoznaje
alarm poprawnie, lecz czesto stucha gtosnej muzyki i moze go w ogdle nie dostyszec.
Bedzie nas interesowac okreslenie prawdopodobienstwa tego, ze w razie wtamania ktos
zadzwoni, zeby nas zawiadomié, jak rowniez tego, ze zawiadomienie o wtamaniu moze
byc fatszywe.

Burglary Earthquake
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Zauwazmy, ze ignorujemy tutaj wiele istotnych czynnikéw, np. to czy Mary stucha
w danej chwili muzyke czy nie, poniewaz to moze by¢ niemozliwe do ustalenia,

| reprezentujemy catg niepewnosS¢ i nieokreslono$¢ sytuacji w prawdopodobienstwach
warunkowych danych zmiennych losowych.

Ogolnie, musimy okresli¢ prawdopodobienstwa warunkowe dla zmiennych losowych
w zaleznosci od innych zmiennych, ktére sg reprezentowane w naszej sieci. Konkretnie,
musimy okresli¢ prawdopodobienstwa warunkowe dla kazdej wartosci zmiennej losowej

X dla wszystkich kombinacji wartosci zmiennych losowych, od ktorych zmienna X
zalezy.

Burglary ~ Earthquake || P(Alarm|Burglary,Earthquake)
(wtamanie)  (trz.ziemi) True False
True True 0.950 0.050
True False 0.940 0.060
False True 0.290 0.710
False False 0.001 0.999
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Zestaw takich prawdopodobienstw tworzy tablice prawdopodobienstw
warunkowych CPT (conditional probability table). Dla zmiennych, ktére nie zaleza
od niczego musimy okresli¢ prawdopodobienstwa a priori. W takim przypadku tabela
CPT ma tylko jeden rzad z wartosciami prawdopodobienstw dla mozliwych wartosci
zmiennej losowej (sumujacymi sie do 1.0).

Kompletna sie¢ przekonan dla przyktadu z systemem alarmowym:

Burglary

P(B) P(E)

001 Earthquake 002

B E |P(ABE)
T T/| .95

T F | .94

F T/| .29

F F | .00l

A | P(J|A) A [P(MJA)
T .90 T .70
F| .05 F| .01
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Przyktadowa sie¢ w systemie JavaBayes

| FimaTREEA A mAaArddmsa a1 — L T O R I I N s g |'|-"||"‘|r‘|"|£:||"l..-‘-..l'l'[
[ — lavaBayes Editor = JavaBayes Console o || S
Il Create | Mo e | Delete | Guery Ohsenve | File Options Help |1
l — =httpoihwanan. o5 crnueduli~fgcozmanthorme html= |
l J JavaBavesis a gystemforinferences with Bayvesian 1
| networks entirely written in Java. i
l More docurnentation at

l =hitpoihwinin s crmu.edurl~javabayesi=

n
quake

| Burg JavaBaves startsin Move mode.

l To start editing networks, press the Create button and

l click on the JavaBaves editor, or load a network using E

the Metwork-=0pen menu.

| L
L . . . .

L Loading fhomefwitold/clafailBayesilavaBayesExamplesidohnM ary Callfjohn:

File loaded.

l

l To obsemne a node, click on it.

: To guery on a paricular node, click on it

| FPosterior distribution: =

JohnCalls probability § "Burglary 3§ i1 variableis) and 2 values
|
table

L 0.653409832847441 I piFalse | evidence ) 1
| 0.3465901671525579; NpTrue | evidence J;

:_ ] J[[} _:.._1
l EditYariable Edit Function Edit Metwork | o
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Konstrukcja sieci przekonan

Mozna widzieC sie¢ przekonan jako pewnga reprezentacje tacznego rozktadu
prawdopodobienstw zmiennych losowych. Ten rozktad jest tabelg okreslajaca
pojedyncze prawdopodobienstwa zdarzen typu P(X; = x1, ..., X,, = x,,). W skrécie
zapisujemy to prawdopodobienstwo jako: P(x1,...,x,). Korzystajac z faktu, ze
prawdopodobienstwo koniunkcji mozemy wyrazi¢ przez iloczyn prawdopodobienstw
warunkowych przez prawdopodobienstwa zalezno$ci (wzér (3) na stronie 13), mamy:

P(1, ..., 2p) = ,ﬁl P(x;|Poprzedniki( X)) (8)

Zatem kazda pozycja w tablicy prawdopodobienstwa tacznego jest iloczynem
odpowiednich elementéw w tablicy CPT, czyli CPT jest elementarng reprezentacja
tacznego rozktadu prawdopodobienstwa JPD.
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Dla poprzedniego przyktadu, obliczmy prawdopodobienstwo, ze rozlegt sie alarm,

przy czym nie wystapito ani trzesienie ziemi ani wtamanie, ale oboje John i Mary
zadzwonili.

P(JAMNAN—-BA-FE)
= P(J|A)P(M|A)P(A|-B A —=E)P(—B)P(—E)
= 0.90 x 0.70 x 0.001 x 0.999 x 0.998
= 0.00062

W ten sposdb mozna odpowiada¢ na dowolne zapytania wyliczajac pozycje facznego
rozktadu prawdopodobienstwa, np. przez wyliczenie catej tabeli JPD (joint probability
distribution), z tabeli CPT. Jednak jesli mamy wiele zmiennych to ta metoda jest
bardzo pracochtonna i istniejg bardziej bezposrednie i efektywne metody.
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Algorytm budowy sieci przekonan

Otrzymany wzér na prawdopodobienstwo taczne mozna w ogdlnosci przedstawié
W nastepujacy sposob:

P(xy,....x,) = Plxylrn_1,....x1)Plr,_1,...,21)

— P(xn‘xn—la X3 1'1) S P(xZ‘ml)P($l>

n
= 'Hl P(ZCZ'|ZCZ'_1, ...,ZCl>
1=

Z poréwnania powyzszego réwnania z réwnaniem (8) na stronie 29 mozemy wyciggnac
whiosek, ze:

P(XZ'|XZ'_1, ceny X1> — P(XZ\Poprzednlkl(Xz)) (9)
o ile tylko Poprzedniki(X;) C {z; 1, ..., 21}

Ostatnig zaleznosS¢ tatwo jest osiggnaC numerujac zmienne losowe zgodnie
z czeSciowym porzadkiem okreslonym przez fuki na sieci.
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Te wyniki mozna zinterpretowac w ten sposob, ze sieC przekonan jest poprawng
reprezentacja dziedziny pod warunkiem, ze kazdy wezet jest warunkowo niezalezny od
swoich (dalszych) przodkéw, précz bezposrednich rodzicéw. (Inaczej: cata zaleznoséé
jednej zmiennej od drugiej wyrazona jest w jawnej zaleznosci od rodzicéw, inne
zaleznosci sg wtérne.)

Wskazuje nam to w jaki wiec sposéb musimy konstruowac sieci przekonan. Intuicyjnie,
bezposrednimi rodzicami wezta X; powinny by¢ wszystkie te wezty X, ..., X, 1, ktore
bezposrednio wptywaja na X, i zadne inne.

Dla zmiennych z przedstawionego wczesniej przyktadu, mozna przypuszczac, ze B
wptywa na M, ale nie wptywa bezposrednio. Mozna to podsumowac nastepujaco:

P(M|J, A, B, E) = P(M]|A)
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Ogolny algorytm konstrukg;ji sieci:

1. Wybierz zbiér zmiennych losowych X; opisujacych dziedzine.
2. Wybierz porzadek na tych zmiennych.

3. Dopoty, dopoki pozostaty jeszcze zmienne:

(a) Wybierz zmienng X, ktéra zalezy bezposrednio tylko do zmiennych juz
wybranych, i dodaj do sieci wezet dla nigj

(b) Ustal Poprzedniki(.X;) jako minimalny zbiér weztéw juz umieszczonych w sieci,
tak by byta spetniona wtasno$¢ niezaleznosci (9) na stronie 31

(c) Okresl prawdopodobienstwa warunkowe dla X;.

Algorytm ten gwarantuje, ze sieC nie bedzie miata cykli, jak rowniez, ze nie beda
okreslane zadne nadmiarowe wartosci prawdopodobienstw, ktore mogtyby naruszyé
aksjomaty prawdopodobienstwa (z wyjatkiem jednej dopetniajacej liczby w kazdym
rzedzie).
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ZwartosSc sieci i nieoptymalne porzadki weztow

Sieci przekonan sg zwykle w naturalny sposéb zwarte, poniewaz zwykle tylko niewielka
liczba zmiennych losowych, sposrod by¢ moze wielkiej ich liczby, wptywa na kazda
pojedyncza zmienna.

Na przykfad, dla sieci o n = 20 weztach, w ktorej maksymalna liczba zaleznosci
dla weztéw wynosi k£ = 5, dla zmiennych binarnych tablice CPT dla weztéw beda
miaty maksymalnie 2¥ = 32 wartoéci prawdopodobieristwa do okrelenia, co daje
dla catej sieci n x 2¥ = 640 wartoéci. Kompletna tablica JPD ma

2" ~ 1,000,000 wartosci.

Ta oszczednos¢ jest mozliwa tylko wtedy, gdy zmienne maja bezposrednig zaleznos¢
tylko od pewnej (matej) liczby innych zmiennych, czyli warunkowa niezalezno$¢ od
wiekszosci zmiennych. Gdyby zmienne w sieci miaty zaleznosci od wszystkich innych
zmiennych to reprezentacja tych zaleznosci w postaci sieci przekonan miataby niewielki
sens. Jednak w wiekszosci zagadnien praktycznych istnieje silna struktura problemu,
ktorg mozna w efektywny sposob wykorzysta¢ w budowie sieci.
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Czasami mozna to osiggnac, ignorujac pewne zaleznosci o niewielkim
prawdopodobienstwie (np. bezposredni wptyw trzesien ziemi na fakt czy sasiedzi
zadzwonig czy nie, ktéry moze by¢ znaczacy lub nie). Wprowadza to pewna
niedoktadnosc¢ w sieci, ale moze znacznie uproscic jej konstrukcje.

Jednak znacznie bardziej na zwartos¢ wptywa poprawne okreslenie porzadku
zmiennych.

MaryCalls

Earthquake
Burglary

Burglary

Earthquake

Powyzsze przyktady ilustruja wyniki otrzymane z konstrukcji sieci przy niewtasciwej
kolejnosci rozpatrywania weztéw (np. M,J,A,B,E).
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Whioskowanie w sieciach przekonan — przyktad

Przyktad wnioskowania diagnostycznego: mamy sie¢ opisujacg podstawowe zjawiska
towarzyszace uruchamianiu samochodu. Stan poczatkowy: auto nie chce odpalic.
Mamy zdarzenia obserwowalne (wezty zielone), i zdarzenia identyfikujace konkluzje
wnioskowania diagnostycznego (przyczyny awarii — wezty pomaranczowe). Wezty
szare s3 weztami wewnetrznymi, ktére, opisujac pewne zjawiska wewnetrzne

| zaleznosci, pozwalajg zmniejszy¢ wielko$¢ sieci.

alternator fanbelt
broken broken

battery :
battery fuel line starter
flat blocked broken
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Whioskowanie w sieciach przekonan — przyktad (2)

Bardziej rozbudowany przykfad, stuzacy do przewidywania kosztow odszkodowania
(medical, liability, property), na podstawie danych z formularza ubezpieczeniowego
(pozostate niewyszarzone wezty).
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Procesy wnioskowania w sieciach przekonan

Majac skonstruowang sie¢ przekonan mozemy prowadzi¢ rozne procesy wnioskowania
ogolnie podpadajace pod nastepujacy schemat. Czes¢ zmiennych losowych uznajemy
za zmienne faktowe, i mamy dla nich doktadne (pewne) wartosci. Inny zbidr
zmiennych uznajemy za zmienne zapytaniowe i chcemy dla nich obliczyc
prawdopodobienstwo warunkowe wzgledem zmiennych faktowych
P(Zapytaniowe|Faktowe).

Jest naturalne, ze zmiennymi faktowymi beda zmienne zwigzane z obserwacjami
agenta, a zmiennymi zapytaniowymi zmienne istotne dla podejmowania przez agenta
decyzji o jego akcjach. Jest to przyktad wnioskowania diagnostycznego.

Takie wnioskowanie nie zawsze zgodne jest z intuicjami ludzi odnosnie
prawdopodobienstwa. Na przyktad, wiedzac, ze J, chcemy obliczy¢ P(B|J).
Mylny tok rozumowania: jesli alarm dzwoni to John prawie na pewno do nas
zadzwoni, a system alarmowy jest prawie 100%-owo doktadny, zatem P(B|.J)
bedzie duze, prawie 90%. Jednak to wnioskowanie nie bierze pod uwage faktu,
ze trzesienia ziemi tez powoduja wtaczenie sie systemu alarmowego (i telefon
Johna), a s3 o wiele bardziej (50x ) prawdopodobne. W rzeczywistosci, gdy
policzymy doktadnie P(B|.J) to otrzymamy wartos$¢ 0.016.
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Zatozmy dalej, ze zaraz po telefonie Johna zadzwonita do nas Mary. Chcemy
teraz obliczy¢ P(B|J A M), ktéra to wartos¢ wzrasta tylko do 0.29. Podobnie
P(E|JANM)=0.18, gdy P(A|J A M) = 0.76.

Whioskowanie diagnostyczne nie jest jedynym rodzajem wnioskowania. Innym
rodzajem jest wnioskowanie przyczynowo-skutkowe polegajace na okreslaniu
prawdopodobienstwa skutkéw, gdy znamy przyczyny. Na przyktad P(J|B) = 0.86,
P(M|B) = 0.67.

Jeszcze innym rodzajem wnioskowania jest wnioskowanie miedzyprzyczynowe, np.
wiemy A, okreslamy najpierw P(B|A) = 0.376. Jednak gdybysSmy wiedzieli
rownoczesnie, ze F, wtedy P(B|A A FE) idzie w dét i wynosi tylko 0.003. Pomimo, iz
wtamania i trzesienia ziemi s3 niezalezne, wiedza o wystapieniu jednego zmniejsza
szanse wystapienia drugiego.

Jak réwniez mozliwe s3 inne schematy wnioskowania, np. P(A|J A =FE) = 0.03 albo
P(B|J N—FE)=0.017.
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Zastosowania sieci przekonan

Poza wyliczaniem wartosci przekonan o wystgpieniu pewnych faktéw, sieci przekonan
moga stuzy¢ do innych procesow:

e Podejmowanie decyzji tacznie na podstawie prawdopodobienstw na sieci i innych
mozliwosci agenta.
e Okreslanie jakie inne fakty nalezy poznac aby uzyskac uzyteczng informacje.

e Przeprowadzenie analizy czutosci w celu okreslenia, ktore elementy modelu maja
najwiekszy (krytyczny) wptyw na wyniki.

e \Wyjasnianie i prezentacja wynikdw wnioskowania probabilistycznego uzytkownikowi.
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