Preferencje i funkcja uzytecznosci

Wartosci prawdopodobienstw obliczane przy pomocy sieci przekonan dostarczaja
informacji o wzglednych prawdopodobienstwach réznych zdarzen, wariantéw, itp.
Jednak nie méwig jaka nalezy podjaé decyzje w oparciu o te wartosci.

Czy plan dziatania gwarantujacy uzyskanie 90% celéw z prawdopodobiefnstwem 0.95
jest lepszy niz plan gwarantujacy uzyskanie 95% celéw z prawdopodobienstwem 0.90 7

Wydaje sie jasne, ze odpowiedz na to pytanie nie zalezy od konkretnych wartosci
liczbowych, ale od agenta, od tego co on woli.

Inteligentny agent musi mieC reprezentacje swoich preferencji dla podejmowania
decyzji. W tym celu bedziemy stosowali pojecie funkcji uzytecznosci (utility) U(S)
okreslajacej ktore stany s3 korzystniejsze dla agenta. W oczywisty sposéb, uzytecznosé
jest pojeciem wzglednym, ktére mozna okresli¢ dla konkretnego agenta.
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Zasada MEU

Bedziemy zaktadali, ze agent posiadajacy zestaw preferencji wyrazonych
uzytecznosciami i postugujacy sie prawdopodobienstwem dla okreslania faktow
o Swiecie i mozliwych konsekwencji, dziata racjonalnie jesli wybiera akcje
maksymalizujace oczekiwang uzytecznos¢ (MEU, Maximum Expected Utility)
usredniong po wszystkich mozliwych wynikach tych akgji.

Oczekiwana uzyteczno$¢ FU(A) niedeterministycznej akcji A ze zbiorem
mozliwych wynikéw { Result;(A)} z prawdopodobienstwami P(Result;(A)|Do(A), F),
gdzie E zawiera cata dostepna wiedze agenta o Swiecie, a Do(A) jest stwierdzeniem
wykonania akcji A, jest dana jako:

FEU(A|E) =X P(Result;(A)|Do(A), E) x U(Result;(A))

(4

W tym wyktadzie przedstawione zostang wszystkie elementy obliczania decyzji zgodnie
z zasada MEU.
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Loterie i preferencje

Sytuacje agenta podejmujacego decyzje w warunkach niepewnosci bedziemy nazywali
loterig dla podkreslenia réznych mozliwych wynikdow zdarzajacych sie z réznymi
prawdopodobienstwami. Wynik loterii moze by¢ konkretnym stanem lub kolejng loteria.

Na przyktad, loterie L z dwoma mozliwymi wynikami: A

z prawdopodobienstwem p i B z prawdopodobienstwem » A
1 — p mozemy zapisac: I
I-p
L=[p,A;1—-p,B] g

Jako podstawe wyboru miedzy loteriami lub stanami agent stosuje preferencje:

A>= B — A jest preferowane nad B
A~ B — nie ma wyraznej preferencji miedzy A i B
AKX B — A jest preferowane nad B lub nie ma preferencji
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Aksjomaty teorii uzytecznosci

Przyjmujemy, ze preferencje agenta musza spetniaC nastepujace witasnosci, zwane
aksjomatami teorii uzytecznosci:

porzadek

(A= B)V(B>=A)V (A~ DB)
przechodniosc¢

(A=B)AN(B>=C)= (A= C)
ciggtosc

A=B>C=dp|p,A;1—p C|~B

(Ciagtos¢ oznacza, ze je$li B ma preferencje pomiedzy A i C' to istnieje pewne
prawdopodobienstwo p, dla ktérego agent nie ma preferencji pomiedzy wyborem B
(na pewno), a loterig pomiedzy A i C'.)
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podstawianie
A~B=[pA1—p,Cl~Ip,B;1—p,C]

(Jesli nie ma preferencji pomiedzy dwoma loteriami A i B, to nie ma ich réwniez
pomiedzy dwoma innymi, bardziej ztozonymi loteriami, ktére roznig sie miedzy soba
tylko wystapieniem A i B. Wtasno$¢ ta zachodzi niezaleznie od tresci

i prawdopodobienstw w tych innych loteriach.)

monotonicznosc¢
A-B=(p>q&[pAl—p Bl ~qA1—q, B

(Jesli agent preferuje A wzgledem B, to dla dwéch loterii z wynikami A i B

preferuje réwniez loterie, ktéra z wiekszym prawdopodobienstwem daje wynik A niz
B.)

dekompozycja

p, A 1=p,[q, B, 1—q,C]] ~[p, A (1-p)g,B; (1-p)(1—4q),C]

(Ztozone loterie mozna zredukowal do prostszych, stosujac prawa
prawdopodobienstwa.)
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Znaczenie aksjomatow

Aksjomaty sg tak skonstruowane, ze ich naruszenie musi by¢ zwigzane z zachowaniem
jawnie irracjonalnym.

Wyobrazmy sobie agenta z systemem preferencji naruszajagcym aksjomat
przechodniosci: A >~ B > C'i jednocze$nie C' >~ A:

Jesli B > (), to agent posiadajacy C' powinien by¢

sktonny zaptaci¢ 1 (euro)centa aby osiagnaé B. ~A
Ic Ic

Jesli A >~ B, to agent posiadajacy B powinien by¢
sktonny zaptaci¢ 1 (euro)centa aby osiagnaé A. y

B C

.
Jesli C' = A, to agent posiadajacy A powinien by¢ \]/
C

sktonny zaptaci¢ 1 (euro)centa aby osiggna¢ C'.

Takiego agenta moznaby zatem sktoni¢ do oddania wszystkich pieniedzy jako
konsekwencji posiadanych przez niego preferencji.
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Funkcje uzytecznosci

Przedstawione aksjomaty teorii uzytecznosci w rzeczywistosci nic nie méwia
o uzytecznosciach, a jedynie o preferencjach agenta. Pojeciem wyjsciowym do
rozwazan na temat podejmowania decyzji przez agentéw bedg ich preferencje
spefniajace powyzsze aksjomaty.

Wiadomo ze, jesli zestaw preferencji agenta spetnia aksjomaty teorii uzytecznosci, to
istnieje funkcja rzeczywista okreslona na zbiorze stanéw U : .S — R, taka, ze:

UA) >UB) < A= B
UA)=U(B) < A~B

Ta funkcja uzytecznosci przyjmuje dla loterii o okreslonych wynikach Sy, ...,.S, i ich
prawdopodobienstwach py, ...p,, wartosc:

U(lp1, S1;..;0ny Sn)) = %PZU(S@')
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Model racjonalnego agenta

Poniewaz wynikiem niedeterministycznych akcji agenta s3 loterie, zatem powyzszy
wzér moze by¢ uzyty do obliczenia oczekiwanej uzytecznosci tych akgji, i jest realizacja
zasady MEU wprowadzonej wczesniej wzorem:

EU(A|E) = . P(Result;(A)| Do(A), E) x U(Result;(A))

(4

Istnienie tej zasady i teorii uzytecznosci nie oznacza, ze racjonalnie zachowujacy sie
(czyli: maksymalizujacy oczekiwang warto$¢ uzytecznosci) inteligentni agenci jawnie
obliczaja te funkcje i jej maksima. Agenci moga postugiwaé sie réznymi
reprezentacjami wiedzy i sposobami obliczania swoich strategii. Jednak obserwujac
poczynania racjonalnie zachowujacego sie agenta, mozna zamodelowaé jego
preferencje i funkcje uzytecznosci.
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Teoria uzytecznosci w odniesieniu do pieniedzy

Rozwazmy rozne mozliwe funkcje uzytecznosci w odniesieniu do standw opisanych
przez ilos¢ posiadanych pieniedzy. Jest sensowne przyjaé, ze funkcje uzytecznosci beda
w tym przypadku monotoniczne dla konkretnych (pewnych) sum pieniedzy.

Rozwazmy przyktad: wygraliSmy teleturniej i mamy do wyboru nagrode jednego
miliona ztotych, lub rzut monetg, i wtedy w przypadku orta otrzymamy trzy
miliony, ale w przypadku reszki nic. Wiekszosc ludzi wybrataby pewny milion na
reke (tylko co z podatkiem?), ale jesli policzy¢ oczekiwang wartos¢ pieniezna
(EMV) wariantu z rzutem moneta otrzymamy:

1 1
Q(Oz’r) + 5(3, 000, 000zt) = 1, 500, 000zt

podczas gdy EMV dla wariantu pewnego wynosi 1,000, 000zt.

Podejmowanie decyzji na podstawie uzyteczno$ci — uzyteczno$¢ pieniedzy



Co wynika z tego przyktadu? Sprobujmy policzyé uzytecznosci mozliwych stanéw
wynikowych. Oznaczajac przez S). stan, w ktérym posiadamy poczatkowo k zfotych
mamy:

1 1
EU (rzut_monety) = §U(Sk) + §U(Sk—|—3,000,000>
EU (milion_na_reke) = U(Sk+1.000,000)

By okresli¢ uzyteczno$¢ posiadania roznych sum pieniedzy mozemy przyjac, ze
poczatkowo wieksza suma gotéwki jest dla nas bardziej uzyteczna, np.: U(S;) = 5,
U(Sk+1.000000) = 8, U(Sk+3.000000) = 10. Wtedy otrzymamy EU (rzut_moneta) = 7.5
i mamy podstawe by przyja¢ oferowany nam pewny milion.

Z drugiej strony, gdybySmy posiadali juz wiele milionow, to moze te wartosci wysztyby
inne, i wtedy optacafoby sie moze przyjac rzut moneta w powyzszej loterii.
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Paradoks St.Petersburga

Otrzymujemy propozycje udziatu w grze (Bernoulli, 1738), w ktérej rzucamy moneta
tak dtugo az wyrzucimy reszke, i gdy nastgpi to w n-tym rzucie to wygrywamy 2"
ztotych. Na pewno optaca sie gra¢ w te gre. Pytanie jednak brzmi: ile bylibySmy gotowi
zaptaci¢ za mozliwo$¢ wziecia w niej udziatu? Prawdopodobienstwo wyrzucenia reszki
w n-tym rzucie wynosi 1/2", wiec:

1
EMV(St.P.) = P(Reszka;)MV(Reszka;) = > EZZ =3 + 1 + 3 + =00

Czy to oznacza, ze powinniémy zaptaci¢ dowolng (skonczona) sume pieniedzy za
mozliwos¢ udziatu w takiej grze? Nie brzmi to poprawnie, i nie brzmiato rowniez dla
Bernoulliego, ktory zaproponowat zastosowanie logarytmicznej funkcji uzytecznosci dla
pieniedzy, U(S)) = log, k, dzieki czemu otrzymujemy:

1 1 1 1
FEU(St.P.) =Y. P(Reszka;)U(Reszka;) = Z’? log, 2" = s ta T 3 +..-=1
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Uzytecznosc¢ pieniedzy dla studenta

Dla kazdej wartosci x, okreslmy przez gtosowanie, prawdopodobienstwo p, przy ktorym
potowa grupy studenckiej preferuje loterie [p, $10, 000; (1 — p), $0] ponad pewna
wyptate kwoty $x:
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Krzywe uzytecznosci pieniedzy

Przyjmuje sie, ze uzytecznosS¢ pieniedzy jest logarytmo-podobnga funkcja, ktéra jest
wklesta dla dodatnich wartosci monetarnych. W badaniach z lat 1960-tych wyznaczono
doswiadczalnie funkcje uzytecznosci pieniedzy dla pewnej konkretnej osoby

U(Sk) = —263.31 + 22.09 log(k + 150, 000):

I
800,000

I
-150,000

Dla matych wartosci ujemnych funkcja jest nadal wklesta, poniewaz posiadanie dtugu
powoduje zwykle u ludzie stan paniki. Jednak dla bardzo duzych wartosci dtugu
funkcja ta zdaje sie mie¢ charakter wypukty, poniewaz , przykro$¢” z posiadania
ogromnego zadtuzenia nie wzrasta liniowo z poziomem tego zadtuzenia.
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Wracajac do dodatnich wartosci monetarnych, mozna stwierdzic¢, ze agenci z wklesta
funkcji uzytecznosci ogolnie bedg preferowaé otrzymanie sumy oczekiwanej wygrane;
z loterii (na pewno), niz bra¢ udziat w tej loterii:

U(SL) < U(Semv())

Takie zachowanie mozna nazwac ryzyko-fobig. Obszar wypuktosci funkcji
uzytecznosci dla wielkich wartosci dtugu mozna nazwac zachowaniem
ryzyko-lubnym. W matych przedziatach funkcja uzytecznosci jest na ogot liniowa,
i odpowiednie zachowanie jest nazywane ryzyko-obojetnym.

Podejmowanie decyzji na podstawie uzyteczno$ci — uzyteczno$¢ pieniedzy 14



Nieracjonalnosc¢

Przyjecie wklestej, logarytmo-podobnej funkcji uzytecznosci pieniedzy nie wyjasnia
catej psychologii podejmowania decyzji finansowych przez ludzi. Okazuje sie, ze
systematycznie naruszajg oni aksjomaty uzytecznosci. Na przyktad, majac wybor
miedzy loteriami A i B, oraz C'i D:

A: 80% wygrania $4000 C:  20% wygrania $4000
B:  100% wygrania $3000 D:  25% wygrania $3000

wiekszo$¢ ludzi wybiera B ponad A, ale C ponad D. Jednak jesli przyjmiemy
U($0) = 0, to pierwszy wybér oznacza, ze 0.8 x U($4000) < U($3000), natomiast
drugi wybdr oznacza cos doktadnie przeciwnego.

Jednym mozliwym wyjasnieniem tego wyniku jest zwykta niezgodnos$¢ zachowania sie
ludzi z aksjomatami uzytecznosci. Jednak inne wyjasnienie jest oparte na
uwzglednieniu poczucia zalu. Ludzie wiedza, ze w przypadku loterii A beda sie czuli
idiotycznie jesli wybiorg, i nastepnie przegraja te loterie, wiedzac, ze mogli dokonac
bezpiecznego i optacalnego (chocby mniej) wyboru loterii B. W drugim przypadku to
poczucie nie wystapi, wiec zachowanie jest racjonalne.
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Znormalizowane funkcje uzytecznosci

Zauwazmy, ze aksjomaty uzytecznosci nie okreslaja funkcji uzytecznosci jednoznacznie
na podstawie samych preferencji. Na przykfad, agent postugujacy sie funkcja
uzytecznosci: U'(S) = k1 + koU(S) gdzie ky i ko s3 statymi (ko > 0), bedzie
zachowywat sie identycznie do agenta z funkcja U(S), jesli obaj agenci posiadaj3 te
same przekonania.

Funkcje uzytecznosci mozna zatem przeskalowac liniowo i przesunaé o dowolng wartosé
w gore lub w dot, i zachowanie agenta nie zmieni sie. Dlatego mozna postugiwac sie
znormalizowana funkcjg uzytecznosci.

Oznaczajac przez u, uzyteczno$¢ stanu ,najgorszej katastrofy” u; = U(S,) dla
pierwotnej funkcji uzytecznosci U(SS), a przez ut uzyteczno$¢ stanu ,najwiekszej
nagrody” ut = U(ST), dla znormalizowanej funkcji uzytecznosci U’ przyjmiemy
U'(S1)=0iU(St) =1, natomiast uzytecznosci stanéw posrednich U’(.S) okre$lamy
proszac agenta o podanie prawdopodobienstwa p, dla ktorego agent nie ma preferenc;i
pomiedzy stanem S a loterig standardowa [p, St; (1 — p), S|]

U'(S) = p, gdy S~[p,St;(1-p),S]
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Podejmowanie decyzji

Bayesowskie sieci przekonan pozwalajg na uzyskiwanie rozktadow prawdopodobienstw
dowolnych zmiennych, przy posiadaniu informacji o dowolnej kombinacji innych
zmiennych. Znajac dodatkowo rozktad uzytecznosci, mozemy te wiedze zastosowac,
z wykorzystaniem zasady MEU.

Rozwazmy przyktad waznej decyzji: czy wychodzac z domu zabrac ze soba parasol?
Parasol jest uzyteczny tylko wtedy, gdy pada deszcz. W innych sytuacjach noszenie go
jest uciazliwe, i mozna go zgubi¢. Skad jednak mozemy wiedzie¢, czy bedzie padac?
Pewng wskazdéwka jest prognoza pogody.

Weather P(W) Forecast P(F|sunny) P(F|rainy)
sunny 0.7 good 0.8 0.1
rainy 0.3 bad 0.2 0.9

Przy okazji zauwazmy, ze powyzsza sieC jest ciekawym przypadkiem zaleznosci
probabilistycznej, ktéra zachodzi w kierunku odwrotnym do chronologii. Pogoda
wptywa na prognoze, pomimo iz prognoza okreslana jest wczesniej.

Jak to mozliwe? O to trzebaby zapyta¢ meteorologow.
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Diagramy wptywow

Zaréwno rozwazana akcja jak i uzytecznosci sytuacji moga by¢ wyrazone na grafie sieci

przekonan jako specjalne wezty akcji i uzytecznosci. Sie¢ powinna zawierac¢ potaczenia
z weztow losowych i weztdw akcji do weztow uzytecznosci.

Weather P(W) Forecast P(F|sunny) P(F|rainy)
sunny 0.7 good 0.8 0.1
rainy 0.3 bad 0.2 0.9
Umbrella
Umbrella Weather sunny sunny rainy rainy
take Umbrella take leave take leave
leave Utility 20 100 70 0

Takie rozszerzone sieci przekonan nazywane s3 diagramami wptywoéw (influence
diagrams) albo tez sieciami decyzyjnymi (decision networks). Niektére narzedzia do
budowy i przetwarzania sieci przekonan obstuguja réwniez takie diagramy wptywodw.
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Obliczanie decyzji

Najpierw rozwazmy przypadek braku dodatkowych informacji o pogodzie.

Weather P(W) Forecast P(F|sunny) P(F|rainy)
sunny 0.7 good 0.8 0.1
rainy 0.3 bad 0.2 0.9
Umbrella Weather sunny sunny rainy rainy
take Umbrella take leave take leave
leave Utility 20 100 70 0
EU(leave) = P(sunny) * U(leave, sunny) + P(rainy) * U(leave, rainy)
= 0.7%x10040.3%0
= 70
FEU(take) = P(sunny) * U(take,sunny) -+ P(rainy) % U(take, rainy)

= 0.7%20+0.3 %70
35

W tym przypadku wyzszg uzyteczno$¢ ma pozostawienie parasola w domu.
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Zatozmy, ze znana jest prognoza ztej pogody. Rozktad prawdopodobienstwa pogody

obliczony przez sie¢ wynosi teraz: P(sunny, rainy|bad) = (0.34,0.66).

Weather P(W) Forecast P(F|sunny) P(F|rainy)
sunny 0.7 good 0.8 0.1
rainy 0.3 bad 0.2 0.9
=( Forecast=bad
Umbrella
Umbrella Weather sunny sunny rainy rainy

take Umbrella take leave take leave
leave Utility 20 100 70 0

FEU(leavelbad) = P(sunny|bad) x U(leave, sunny) + P(rainy|bad) * U (leave, rainy)
= 0.34 %100+ 0.66 * 0
= 34
FEU takelbad) = P(sunny|bad) x U(take, sunny) + P(rainy|bad) x U (take, rainy)
= 0.34 %204 0.66 % 70
53

W tym przypadku wtasciwg decyzja jest zabranie parasola ze soba.
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Krotkie podsumowanie — pytania sprawdzajace

1. Rozwaz problem pacjenta, ktory z pewnym prawdopodobienstwem ma nowotwor
ztosliwy i rozwazane jest podjecie terapii intensywnej. Sytuacje opisuje pokazany
ponizej diagram wptywow z czesciowo wypetniong tabelka uzytecznosci pacjenta.

(a) Zaproponuj w racjonalny sposob brakujace uzytecznosci i uzasadnij ich wybor.
(b) Oblicz wartos¢ prawdopodobienstwa nowotworu, przy ktérym decyzja o terapii
ulega zmianie.

Nowojcwér | leczenie Uiyte_cznoéc’
cancer ztosliwy intensywne pacjenta
N N 100
utility T N 0
IT}adical N T
therapy - -
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2. Rozwaz problem studenta, ktéry przystepuje do sesji egzaminacyjnej i moze uczyé
sie do egzaminu, badz podej$¢ bezstresowo, probujac zaliczy¢ ,,z biegu”, i nie tracic
Czasu na uczenie sie.

(a) Rozwaz dwie rézne alternatywne filozofie zyciowe studenta, i opisz je wartosciami
uzytecznosci w skali od 0 do 100.

(b) Dla przyktadowo wybranego przedmiotu, okresl prawdopodobienstwo pierwotne
zdania egzaminu, i dla wybranych filozofii zyciowych studenta oblicz jego decyzje
zgodne z zasadg MEU.

(c) Nastepnie, traktujac uczenie sie jako zmienng losowa niezalezng, okres|
warunkowy rozktad prawdopodobienstwa zdania egzaminu z wybranego
poprzednio przedmiotu. Wybierz prawdopodobienstwo bezwarunkowe uczenia sie
i oblicz wartosci oczekiwane uzytecznosci dla dwoch filozofii.

Passed Zdat Uczyt | Uzytecznosc
exam egzamin sie studenta
T ‘$ N N
Studied ! N
hard N T
T T

Podejmowanie decyzji na podstawie uzyteczno$ci — obliczanie decyzji 22



3. Rozwaz decyzje wykupienia ubezpieczenia samochodu. Ogdlnie dobrze jest mieé
ubezpieczenie, aczkolwiek mozna dyskutowac czy réwniez jest to wskazane
w przypadku braku wypadku. Przyjmijmy nastepujacy model zagadnienia:

Buy Kup Bedzie Uzytecznos¢
insurance ubezpieczenie wypadek kierowcy
N N 100
T N 100
N T 5
T T 25

+Wypadek" jest uogolnieniem réznych rodzajow wypadkéw o mocno rozbieznych
konsekwencjach. Chcemy zbudowaé doktadniejszy model, rozrozniajacy dwa skrajne
przypadki: wypadek drobny, i wypadek powazny, w ktorym ludzie zostali ranni lub
zabici. Przyjmij jakie$ racjonalne zatozenia, i uzupetnij brakujace uzytecznosci

W sposob spojny z poprzednim modelem.

Kup Drobny Powazny Uzytecznos¢
Buy ubezpieczenie wypadek wypadek kierowcy
Insurance N N N 100
\ T N N 100
. N T N
Minor ~
N N T
T N T
accident T T T
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Wielokrotne akcje i wielokrotne uzytecznosci

W sieci przekonan jest zwykle wiele weztow losowych, poniewaz gtéwnym
przeznaczeniem takich sieci jest uproszczenie obliczen prawdopodobienstw
warunkowych dla ztozonych przypadkow.

Jest za to zupetnie normalnym przypadkiem gdy w diagramie wptywow istnieje
doktadnie jeden wezet decyzyjny i jeden wezet uzytecznosci. Wynika to z faktu, ze
diagramy wptywow przedstawiajg wiedze niezbedng do podjecia pojedynczej decyz;ji.
Aby okresli¢ te decyzje jednoznacznie, najlepiej mieC jedno kryterium.

Jednak wiele weztéw akcji moze znalez¢ sie w diagramie wptywdw. Wyrazaja one
wtedy sytuacje, gdy agent musi podjac tylko jedng z tych decyzji, lub w jednym kroku
decyzje taczna, na podstawie informacji z sieci. Diagramy wptywow nie pozwalaja na
poprawny wyboér zestawu decyzji, gdy konsekwencje jednej z nich wptywaja na kolejne.

Z drugiej strony, wielokrotne uzytecznosci, gdy sa takie, musza by¢ zagregowane za
pomocya jednego z modeli obliczania uzytecznosci wieloatrybutowej, opisanych ponize;.
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A

Test results Outcome @

Testing Treatment

Doctor’ s utility Patient’ s utility

Na podstawie powyzszej sieci mozna zapisaC pacjentowi badania, lub podja¢ decyzje
o leczeniu, niezaleznie od tego, czy wyniki badan sg dostepne czy nie. Nie ma
natomiast mozliwosci podjecia decyzji o badaniach, i uwzgledniajacych skutki tych
badan decyzji o leczeniu, w jednym kroku.

Zwréémy rowniez uwage na odrebne obliczanie uzytecznosci z punktu widzenia
pacjenta i lekarza. Pomimo iz dla obu stron wazny jest koncowy wynik, to biorg one
pod uwage jeszcze inne czynniki, w odmienny sposéb (np. prestiz lekarza i cierpienie
pacjenta). Podejmowane na ich podstawie decyzje moge by¢ inne.
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Uzytecznosci wieloatrybutowe

W wielu problemach praktycznych trzeba uwzgledniaC rozne kryteria poprawnosci
podejmowanych decyzji, albo, inaczej mdéwiac, rézne funkcje uzytecznosci, biorgce pod
uwage rozne atrybuty rozwazanych stanéw. Preferencje wynikajace z uwzglednienia

roznych atrybutow moga byc¢ ze soba sprzeczne.

Rozwazmy przyktad z lokalizacja lotniska.
Czynnikami do uwzglednienia s3: koszty
gruntu, komplikacje przy jego zakupie,
odlegto$¢ od centrum miasta, zwiekszony
ruch na drogach, lokalne warunki
pogodowe, i inne zagrozenia. Dla kazdej
mozliwej lokalizacji mozna okresli¢ wartosc
krytycznych atrybutow takich jak: koszt
catkowity, zagrozenie wypadkami
(Smiertelnymi), uciazliwo$¢ ruchu
lotniczego (hatas), itp.

Airport Site
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Wieloatrybutowe funkcje uzytecznosci

Chcemy zbudowac¢ model podejmowania decyzji dla przypadkow wieloatrybutowe.
Bedziemy oznaczac podlegajace ocenie atrybuty stanu przez X, X, ... a ich wartosci
X1, Ta, .... Przyjmiemy dla uproszczenia, ze wieksze wartosci atrybutéw oznaczaja
wyzszg jakosC rozwigzania, z punktu widzenia danego atrybutu.

Zaktadajac, ze poszczegdlne atrybuty maja funkcje uzytecznosci oznaczone jako:
fi(x1), fo(xa), ... mozemy prébowaé wyrazi¢ globalnag funkcje uzytecznosci agenta
wzorem:

U(xlv L2, an> — f(fl@jl)a f2(562>, EEP fn(xn»

Niestety, na ogdt funkcja f() jest trudna do opisania w jawny sposob. Najpierw
rozwazymy wiec szereg fatwiejszych przypadkdéw szczegolnych.
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Scista dominacja

Zjawiskiem Scistej dominacji nazwiemy sytuacje, kiedy jeden wybor B posiada kazdy
z atrybutéw lepszy od innego wyboru A. Na przyktad, jedna lokalizacja lotniska jest
tansza, powoduje mniejsze obcigzenie dla Srodowiska (naturalnego i ludzkiego), i jest
bezpieczniejsza dla lotéw. Wtedy mozemy bez wahania odrzuci¢ mozliwos¢ A

z dalszych rozwazan. Jednak nie mozna fatwo dokonac¢ wyboru miedzy mozliwosciami

AaClub Aa D (diagram po lewej).

X, Thisregion X,
I dominates A A
| / I
| | /B
c, | B |
| . el __<c__
A A Ol
.D I
|
>Xl >><l
Deterministic attributes Uncertain attributes

Scista dominacja lub jej brak moze wystapi¢ réwniez w warunkach niepewnoéci, gdy
dana akcja da wynik w postaci pewnej dystrybucji prawdopodobienstwa dla wartosci
atrybutéw (diagram po prawe;j).
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Probability

Dominacja stochastyczna

Scista dominacja nie zdarza sie czesto w praktyce, i w ogdlnym przypadku wartoéci
atrybutéw moga nie by¢ znane na pewno. Wtedy mozemy postuzycC sie rozktadami
prawdopodobienstwa, i dominacja stochastyczng.

1_2 T T T T T T T T 1 T T T T I///,—“’T T T
Ly 1 o8t ]
0.8 .
2 06| .
06 | - g gé e
x 047 .
04 .
0.2 1 0.2 .
0 1 S ’/ 1 1 1 \\\1\\, 1 O 1 1,_4/’// ] 1 1 1 1 1
6 55 5 45 4 35 -3 -25 -2 6 55 5 45 4 35 -3 -25 -2
Negative cost Negative cost

Na przykfad, gdyby koszt lokalizacji lotniska w miejscu S; byt przewidziany

z dystrybucja normalna z wartoécig oczekiwang $3,700M i odchyleniem standardowym
$400M, a w miejscu S5 z dystrybucja normalng z warto$cig oczekiwang $4,000M

i odchyleniem standardowym $350M, to S; dominuje stochastycznie S5, co widaé

z przebiegu dystrybucji kumulacyjnych.
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Jesli agent rozpatruje dwie mozliwe akcje Ay i As, ktére prowadza do dystrybuc;i
prawdopodobienstw pi(x) i po(x) na atrybucie X, to mozemy powiedzie¢, ze A;
dominuje stochastycznie A, jesli:

Vo [T pi(a)de’ < [7_ po(a')da

W skrajnym przypadku, mozemy nawet mie¢ dla jednego z przypadkéw (wyniku akcji
As) warto$¢ x5 atrybutu X pewng (tzn. ze 100% prawdopodobienstwem), co wcale nie
oznacza, ze akcja Ay powinna by¢ preferowana (ani, ze preferowana powinna by¢ akcja
Ay z wynikiem w postaci rozktadu prawdopodobienstwa dla atrybutu X).

W zaleznosci od konkretnego rozktadu akcja z niepewnym wynikiem moze dominowac
stochastycznie akcje z wynikiem pewnym, albo na odwrot.

A

J\

/

A

ZAN
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Uzytecznosci wieloatrybutowe — przypadek deterministyczny

W ogdlnym przypadku zadna dominacja moze nie zachodzi¢. Jednak atrybuty stanu
X1 i X9 moga by¢ niezalezne preferencyjnie od X3 jesli preferencje miedzy
(x1,x9,x3) @ (T1/, T2/, T3) nie zaleza od wartosci x3.

Jedli kazda para atrybutéw X; i X jest preferencyjnie niezalezna od kazdego
z pozostatych atrybutow X, to ten zbior atrybutow posiada wiasnos¢ wzajemnej
niezaleznosci preferencyjnej (MPl — mutual preferential independence).

Okazuje sig, ze w takim przypadku istnieje addytywna funkcja wartosci opisujaca
preferencje agenta:

V(S) = SViXi(S)

W wielu przypadkach ta formuta pozwala prawidtowo modelowac rzeczywiste
preferencje i podejmowane decyzje.
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Uzytecznosci wieloatrybutowe — przypadek probabilistyczny

Mozna uogdlni¢ wtasnos¢ MPI na loterie: zbior atrybutéw X jest niezalezny
uzytecznosciowo od zbioru atrybutéw Y, jesli preferencje miedzy loteriami na
atrybutach z X s3 niezalezne od konkretnych wartosci atrybutéw z Y. Zbior atrybutéw
jest wzajemnie niezalezny uzytecznosciowo (MUl — mutually
utility-independent), jesli kazdy podzbiér jego atrybutéw jest niezalezny
uzytecznoSciowo od pozostatych atrybutow.

Dla atrybutéw MUI zachowanie agenta moze by¢ opisane multiplikatywng funkcjag
uzytecznosci, ktora dla przypadku trzyatrybutowego mozna zapisac:

U(S) = kU(X1(5)) + keUs(Xa(S)) + ksUs(X5(5))
+ k’leUl(Xl(S))UQ(XQ(S)) + ]{Qk’gUQ(XQ(S))Ug(Xg(S)) + k’gk’lUg(Xg(S))Ul(Xl(S))
+ klkgngl(Xl(S))UQ(XQ(S))Ug(Xg(S))

W pewnych szczegdlnych przypadkach istnieje réwniez catkowicie addytywna funkcja
uzytecznosci.
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Wartosc¢ informacji

W dotychczasowych rozwazaniach przyjmowaliSmy zatozenie, ze cata dostepna
informacja jest znana agentowi podejmujgcemu decyzje. To zatozenie jest mato
realistyczne. W praktycznych przypadkach podejmowania decyzji jedna

z najwazniejszych i jednoczesnie najtrudniejszych kwestii jest na jakie pytania
dotyczace problemu nalezy zebra¢ odpowiedzi.

Np. lekarz nie ma wszystkich kluczowych informacji o pacjencie w chwili gdy
zapoznaje sie z jego przypadkiem. Moze zatem zleci¢ wykonanie pewnych badan,
jednak takie zbieranie informacji jest z jednej strony kosztowne, a z drugiej
wptywa na opdznienie leczenia.

Waznos¢ informacji zalezy od dwéch czynnikéw: (1) czy rézne mozliwe wyniki badan
mocno wptyng na podejmowang decyzje, i (2) prawdopodobienstwa réznych wynikdw.

Teoria wartosci informacji pozwala podejmowaé decyzje, ktére informacje nalezy
zebrad.
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Wartosc¢ informacji — przyktad

Zatézmy, ze firma wiertnicza rozwaza mozliwo$¢ wykupu praw wiercenia w jednym

z n obszaréw oceanu. Zatézmy dalej, ze jest pewne, ze doktadnie w jednym z obszardéw
potozone jest ztoze, ktorego eksploatacja przyniesie zysk C', natomiast koszt kazdego
obszaru wynosi C'/n. Zauwazmy, ze warto$¢ oczekiwana zysku E P z tej transakgji
wynosi 0:

EPp=LC-&Y 4+ (-5 =90

Zatézmy dalej, ze pewien geolog wie na pewno, czy w jednym konkretnym obszarze
jest ropa. Jaka moze by¢ wartos¢ tej informacji dla firmy wiertniczej?

Rozwazmy przypadki. Z prawdopodobienstwem % wybrany obszar zawiera rope,
i w takim przypadku firma kupi ten obszar i zarobi C' minus C'/n koszt praw.
W przeciwnym wypadku, z prawdopodobienstwem ”T_l obszar nie zawiera ropy, i firma

1

wiedzac to, kupi inny obszar, zawierajacy rope z prawdopodobienstwem —, i zarobi,

by¢ moze, C', z oczekiwana wartoscig zysku C'/(n — 1), ponownie minus C'/n:

n—1 n n

EP’:%(c_g)wT—l(g_g):Q

Whiosek: informacja ma wartos¢, w tym przypadku réwng cenie prawa do eksploatacji
ztoza.
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Wartos¢ doktadnej informacji

Zatézmy, ze aktualna wiedza agenta to I i jego celem jest okreslenie najlepszej akcji o
spos$rdd wszystkich mozliwych akcji A. Okreslamy warto$¢ oczekiwang (usredniang po
réznych wynikach Result;( A) tej akcji) uzytecznosci tej akgji:

FEU(a|E) = max 3. U(Result;(A))P(Result;(A)|Do(A), F)

Gdyby jednak agent zdobyt wiedze o wartosci pewnej zmiennej losowej F; to wartos¢
oczekiwana uzytecznosci wtedy wybranej akcji ag; bytaby:

EU(ag,|E, E;) = max 3 U(Result;(A))P(Result;(A)|Do(A), E, E;)

Poniewaz I/; jest zmienng losowq o nieznanej wartosci, to decyzje o tym, czy chcemy
poznac jej wartos¢ musimy podja¢ biorgc pod uwage wszystkie mozliwe jej wartosci,

i to co obecnie o nich wiemy. Wartos$¢ doktadnej informacji (VPI, value of perfect
information) o zmiennej losowej E; obliczamy jako:

VPIL(E,) = (% P(E; = e|E)EU oy, | B, E; = ejk>) _ EU(a|E)
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Wyobrazmy sobie, ze mamy do wyboru tylko dwie akcje A; i Ay, oraz ich uzytecznosci
z wartosciami oczekiwanymi Uj i Uy. Zdobycie informacji I/; spowoduje, ze oczekiwane
uzytecznoéci tych akcji zmienia sie na U7 i Uj. Znajac wartosci Uy, Us, oraz U7, U,
mozemy podjac decyzje, czy optaca sie zdobywac informacje.

P(UIE;) P(UIE;) P(UIE;)
A A A

I - T J -
Uy Ug U, Uy U, Uy

(@) (b) (c)

W przypadku (a) réznica oczekiwanej uzytecznosci jest duza, ale wybodr jest jasny,

i by¢ moze dodatkowa informacja i tak nan nie wptynie, a wtedy wartos$¢ informac;ji
jest zadna. W przypadku (b) réznica uzytecznosci (oczekiwanych) jest mata, ale
faktyczne réznice moga by¢ duze, wiec dodatkowa informacja moze miec istotna
warto$¢. W przypadku (c) réznica wartosci oczekiwanych jest mata, jak réwniez

wariancja obu zmiennych, wiec ostateczna roznica prawdopodobnie bedzie niewielka,
i informacja rowniez ma wartos¢ znikoma.
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Przyktad: wartos¢ informacji o pogodzie

Wréémy do przyktadu z deszczem i noszeniem parasola. ObliczyliSmy wczesniej:

MEU(Umbrella) = max EU(a) = 70 (patrz strona 19)
MEU(Umbrellalbad) = max EU(albad) =53 (patrz strona 20)

Mozemy jeszcze dodatkowo obliczy¢ uzytecznos$é najlepszej decyzji w przypadku dobre;

pogody (w oczywisty sposdb optymalna decyzja bedzie wtedy , leave” poniewaz ta
decyzja zwyciezyta juz nawet przy braku wiedzy o pogodzie):

>@

Umbrella

M EU(Umbrellajgood) = max EU(a|good) = 95
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Aby obliczy¢ warto$¢ prognozy pogody musimy znaé rozkfad prawdopodobienstwa dla

zmiennej Forecast. Mozna go uzyskac odpytujac sie¢ przekonan:
P(good, bad) = (0.59,0.41). Dalej:

VPIE(E]) = (% P(Ej = ij‘E)EU(Oéejk‘E,Ej = ij)) - MEU(O&|E)

VPI(Forecast) = P(good)EU(agOOd\good) + P(bad) EU (ayy,4lbad) — M EU ()

= P(good)M EU(good) + P(bad)M EU (bad) — M EU («)
= 0.59 %954 0.41 * 53 — 70
= T7.78

Dla rozktadu uzytecznosci zdefiniowanego w tym problemie, wartos¢ prognozy pogody
wynosi 7.78, wyrazona w jednostkach uzytecznosci. Gdybysmy mogli kupi¢ prognoze
pogody o wiarygodnosci przyjetej w powyzszym obliczeniu, i ponizej tej ceny, to optaca
sie to zrobic¢ aby podjac lepszg decyzje w kwestii parasola.
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WtasnosSci wartosci informacii

Twierdzenie: wartos¢ informacji jest nieujemna.

Moze jednak osiggnaé wartos$¢ zero, gdy np. znajomos¢ innych faktéw czyni dang
informacje bezuzyteczng. Wartos¢ informacji nie jest wiec addytywna.

Z kolei warto$¢ informacji o dwéch zmiennych losowych nie zalezy od kolejnosci
gromadzenia tych informacji. Jesli znamy wartosci zmiennych £ i E; to wnioski, ktére
ptyna z tej tacznej wiedzy nie zalezg od tego kiedy i w jakiej kolejnosci agent te
informacje pozyskat.

VPIp(E;, Ey) = VPIg(E;) +VPIpp(Ey) =V PIg(Ey) +VPIg g, (Ej)

Jednak warto$¢ dwéch réznych informacji moze by¢ rézna, i agent mégtby probowaé
obliczy¢, ktére informacje przyniostyby mu wiekszy zysk (z uwzglednieniem ich
kosztéw).
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Krotkowzroczny agent gromadzacy informacje

Inteligentny agent powinien zadawaé uzytkownikowi pytania w sensownej kolejnosci,
unikaC zadawania pytan nieistotnych, bra¢ pod uwage wazno$¢ informacji wzgledem ich
kosztu, i przesta¢ zadawac pytania kiedy to nie ma juz sensu. Takie dziatanie mozna
0siggnac postugujac sie wartoscia informacji.

Mozliwy algorytm agenta: wybierz informacje, ktérej zdobycie przyniesie najwiekszy
oczekiwany zysk netto (zmniejszony o koszt zdobycia informacji), i jesli ten zysk netto
jest dodatni to zdecyduj sie zdobywac te informacje. W przeciwnym wypadku przejdz
do rzeczywistego dziafania.

Ten algorytm agenta jest krotkowzroczny, poniewaz kieruje sie zyskiem z jednej tylko
informacji, podczas gdy pozyskanie wiecej niz jednej informacji mogtoby sie okazaé
korzystne. Jest to w pewnym sensie analogiczne do zachtannej strategii przeszukiwania,
| podobnie jak strategie zachtanne moze przynies¢ sukces w niektérych przypadkach.

W ogolnym przypadku agent inteligentny mogtby rozwazy¢ rézne podzbiory zmiennych
losowych i sekwencje pytan o nie.
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Krotkie podsumowanie — pytania sprawdzajace

1. Dla problemu pacjenta z chorobg nowotworowa przedstawionego w pytaniu na
stronie 21, i wartosci uzytecznosci tam wybranych, oblicz wartos¢ doktadne;
informacji o nowotworze.
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